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Abstract
We present an approach to generic object recognition with range information obtained using a Time-of-Flight camera and colour images from a visual sensor. Multiple sensor information is fused with Bayesian kernel combination using Gaussian processes (GP) and hyper-parameter optimisation. We study the suitability of approximate GP classification methods for such tasks and present and evaluate different image kernel functions for range and colour images. Experiments show that our approach significantly outperforms previous work on a challenging dataset which boosts the recognition rate from 78% to 88%.
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1 Introduction
In the last decade, research in machine learning and computer vision mainly concentrated on image categorisation using a single visual sensor or photos from the web [1]. Despite the great success of those methods, the importance of depth information for reliable generic object recognition is mostly ignored.

In the following work we present an approach to generic object recognition using the combined information of a visual sensor and range information obtained from a Time-of-Flight (ToF) camera [2]. A ToF camera offers real-time depth images obtained by modulating an outgoing beam with a carrier signal and measuring the phase shift of that carrier when received back at the ToF sensor. Incorporating the advantages of this new camera technology into computer vision systems is current research and is successfully applied to 3d reconstruction tasks [3] or marker-less human body motion capture [4].

We use a ToF camera together with a CCD camera to solve generic object recognition problems. To combine the information of our two sensors, we utilise Gaussian process classification [5], which allows efficient hyperparameter estimation and integration of multiple sensor information using kernel combination in a Bayesian framework. In contrast to previous work [6], which used GP regression to approximate the underlying discrete classification problem, we also study Laplace approximation (LA) which directly tackles the discrete nature of the categorisation problem. Hyperparameter estimation is done by extending multi-task techniques for GP regression [7, 6] to LA. Additionally, we show how to compute image based kernel functions using range images by applying the framework of Spatial Pyramid Matching Kernels [8] (SPMK) to different kinds of local range features. Figure 1 presents an overview of the proposed approach and the main steps involved.

The main contributions of this paper are as follows:

1. We present multiple kernel learning with Gaussian process classification for sensor data fusion (previous papers are limited to visual sensors only [6]).
2. Different noise models of GP classification are studied for image categorisation and sensor data fusion (previous papers are limited to Gaussian noise and GP regression [6]).
3. Our method yields a significant improvement in terms of recognition performance compared to the current state-of-the-art of object recognition with Time-of-Flight range images [9].

The remainder of the paper is organised as follows. Section 2 gives an overview about related work in the area of image categorisation with range images and applications of GP classification. We briefly review classification and regression with Gaussian processes in Sect. 3, followed by presenting our
choice of local range features (Sect. 4) and their use for Pyramid Matching Kernels (Sect. 5) Experiments in Sect. 6 study the different parts of our approach and evaluates them with a public available dataset. A summary of our findings and a discussion of future research directions conclude the paper.

2 Related Work

One of the earlier works on local features computed on range images is the work of Hetzel et al. [10]. They present different feature types and similarity measures for histograms which can be used for nearest neighbour classification. Toldo et al. [11] propose a preliminary segmentation of complete 3d models and a description of the resulting parts utilising the Bag-of-Features idea. Classification is done with multiple equally weighted histogram intersection kernels and support vector machines. The suitability of SIFT features for image matching is studied by Zhang et al. [12], who propose to compute SIFT features on normal texture and shape index images [10]. In contrast, Lo et al. [13] present an extension to SIFT features especially suitable for range images. Special feature types for Time-of-Flight cameras are studied by Haker et al. [14]. A key idea of their work is the non-equidistant Fourier transformation to represent range images.

Our method for feature computation is mainly based on Spatial Pyramid Matching as presented by Lazebnik et al. [8] for standard image categorisation and utilised by Li et al. [15] for range images. Similar to our previous work [9, 16] we concentrate on the combination of colour or texture information obtained from a standard CCD camera and range information from a Time-of-Flight camera. A beneficial combination of these two information sources with kernel-based methods requires an efficient method for hyperparameter optimisation, which is available in Bayesian frameworks, such as Gaussian process classification [5]. As shown in Kapoor et al. [6] regression with Gaussian process priors can be successfully integrated in an image categorisation setting and can handle multiple kernels.

3 Multi-Kernel Classification with Gaussian Processes

In the following section, we briefly review Gaussian process regression and binary classification. We also explain multi-class classification with GP priors and efficient kernel combination by hyperparameter estimation.

3.1 Bayesian Estimation with Gaussian Process Priors

We first give some initial motivation before describing the use of GP priors in more mathematical terms: Machine learning can often be described as estimating the relation between inputs \( x \) and outputs or labels \( y \). This relation is often described using a regression function \( f \) and a noise term \( \epsilon \), e.g. \( y = f(x) + \epsilon \). The idea of Bayesian estimation is now that instead of searching for a specific function \( f \), one can regard \( f \) as a latent random variable which can be marginalised out. Gaussian processes allow to nicely model the prior distribution of regression functions \( f \) by defining a suitable covariance function controlling the smoothness of the function samples.

Let \( X \) be the space of all possible input data (feature vectors or images). Given \( n \) training examples \( x_i \in X \) and corresponding binary labels \( y_i \in \{-1, 1\} \) (multi-class classification is explained in subsequent sections), we would like to predict the label \( y_* \) of an unseen example \( x_* \in X \). The two main assumptions of Gaussian processes for regression or classification are:
1. There is an underlying latent function \( f : \mathcal{X} \rightarrow \mathbb{R} \), so that labels \( y_i \) are conditionally independent from the input \( x_i \) given \( f(x_i) \). Thus, the labels are distributed according to the so-called noise model \( p(y_i \mid f(x_i)) \).

2. The function \( f \) is a sample of a Gaussian process (GP) prior and represents itself a random variable: \( f \mid \mathcal{X} \sim \mathcal{G} \mathcal{P}(0, K(\mathcal{X}, \mathcal{X})) \) with zero mean and covariance or kernel function \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \).

The Gaussian process prior enables to model the covariance of outputs \( f(x_i) \) as a function of inputs \( x_i \). With \( K \) being a kernel function describing the similarity of two inputs, the common smoothness assumption that similar inputs should lead to a Bayesian framework and marginalising over the similarity of two inputs, the common smoothness assumption that similar inputs should lead to analytically meaningful solutions for the marginalisation involved in equation (1) and (2). A given binary classification problem is solved as a regression problem which regards \( y_i \) as real-valued function values instead of discrete labels. The GP regression model assumptions lead to analytical solutions of the integrals and allow to directly predict the label \( y_i \). Let \( K \) be the kernel values \( (K_{ij}) = K(x_i, x_j) \) corresponding to a test example \( x_i \). The GP model for regression leads to the following equation for the prediction \( y_i \) [5]:

\[
y_i(x_i) = K_i^T(K + \sigma^2 I)^{-1}y
\]

with \( I \) denoting the identity matrix.

3.3 Classification with GP Priors and Laplace Approximation

To incorporate knowledge about the discrete nature of the labels, we can use noise models such as the cumulative Gaussian

\[
p(y_i \mid f_i) = \frac{1}{2} \left[ \text{erf} \left( \ell \frac{y_i - f_i}{\sigma} \right) + 1 \right]
\]

with length-scale parameter \( \ell \). Exact inference with this model is intractable and approximation methods are required. One common efficient approximation method is Laplace approximation [5]. The key idea to handle the integral in equation (2) is to approximate \( p(f \mid \mathcal{X}, y) \) with a Gaussian distribution. This can be done by finding the mode \( \hat{f} \) with nonlinear optimisation techniques and approximating the covariance matrix by utilising the Hessian at \( \hat{f} \). An important advantage of the cumulative Gaussian noise model is the availability of analytical solutions for the marginalisation involved in equation (1). For implementation details we refer the reader to the excellent text book of Rasmussen and Williams [5].

3.4 Kernel Combination for Classification with Multiple Sensors

Let us assume \( m \) kernel functions \( \mathcal{K}^i(\cdot, \cdot) \) are given. In the multi-sensor setting, these kernel functions can be computed from different data modalities. To use the information of all kernels, they can be combined by a single kernel function \( \mathcal{K} \), e.g. in a linear fashion with exponential weights \( \alpha \in \mathbb{R}^m \):

\[
\mathcal{K}^\alpha(x, x') = \sum_{i=1}^m \exp(\alpha_i)^{\mathcal{K}^i(x, x')}
\]

For binary classification this relates to an equivalent representation of the latent function \( f \) as a linear sum \( f = \sum_{i=1}^m \exp(\alpha_i) f_i' \) of independent latent functions \( f_i' \) sampled from GP priors \( \mathcal{G}(0, \mathcal{K}) \). Another combination technique we experimented with, is to plug the linear combination
3.5 Multi-Class Classification and Model Selection

So far, we presented GP classification with binary labels. However, our image categorisation application requires to solve a multi-class classification problem. Rasmussen and Williams [5] present an extension of the Laplace Approximation for multi-class classification tasks with \( y \in \{1, \ldots, M\} = \Omega \). This method requires MCMC techniques and is thus computationally demanding. We follow Kapoor et al. [6] by utilising the one-vs-all technique. For each class \( i \in \Omega \) a binary classifier is trained which uses all images of \( i \) as positive examples and remaining images as a negative training set. Classification is done by returning the class with the highest probability estimated by the corresponding binary classifier. The one-vs-all approach also offers to perform efficient model selection by joint optimisation of hyperparameters for all involved binary problems [7]. The objective function is simply the sum of all binary negative log-likelihoods as given in equation (8) for GP regression. An equivalent idea can be applied to Laplace approximation.

4 Local Features for ToF Range Images and Colour Images

In the following we present local features which can be calculated using range images from a Time-of-Flight camera. The extraction process is performed in two steps: (1) preprocessing and sampling of regions and (2) the calculation of local feature descriptors. Figure 2 gives an overview of the proposed processing pipeline and guides through the following two sections.

4.1 Preprocessing and Sampling

The range data obtained with the ToF camera (in our case a Photonic Mixer Device) suffer from severe statistical noise. In order to filter this noise and smooth the range data, a median filter of size 5 \( \times \) 5 is applied. One idea to select appropriate regions for local features is to use an interest detector [16]. However, due to the low resolution of the intensity image provided by the ToF camera this often leads to uninformative interest points and a small number of local features. Therefore, we compute local features on a predefined grid as suggested by [9]. Dense sampling has shown to be beneficial also for image categorisation tasks using colour images [17]. Thus, the same sampling strategy is applied to colour images of the visual sensor and we extract local descriptors at a predefined grid with a horizontal and vertical pixel spacing of 10 pixels.

4.2 Local Range Features

Range images have the advantage of providing direct information about the shape of objects. Therefore, it is beneficial to give preference to features that capture different shape aspects. Local shape descriptors are preferable as they provide some robustness to clutter and occlusion. Hetzel et al. [10] introduce and use three shape-specific local feature histograms (pixel depth, surface normals and curvature) for the task of free-form specific 3D object recognition. The main advantages of these features are the robustness to viewpoint changes and the discriminative information they contain for specific 3D object recognition [10] and generic object recognition [16].

Pixel Depth A local histogram of depth values is the simplest available feature. All values are naturally invariant with respect to image plane translations and rotations and provide a rough representation of the object shape. As pointed out by [10], depth histograms can be misleading in scenarios with a large amount of background clutter and the presence of multiple objects. In this paper, a histogram of 64 bins of pixel distances is calculated and used.

Surface Normals A histogram of surface normals represented as a pair of two angles (\( \phi, \theta \)) in sphere coordinates provides a first-order statistic of the local object shape. Surface normals can be easily derived from approximating the gradient
Curvature Representing the curvature can be done by using the shape index introduced in [19] and utilized in [10]:

\[
S(p) = \frac{1}{2} - \frac{1}{\pi} \arctan \left( \frac{k_{\text{max}}(p) + k_{\text{min}}(p)}{k_{\text{max}}(p) - k_{\text{min}}(p)} \right)
\]

where \(k_{\text{max}}(p)\) and \(k_{\text{min}}(p)\) denote the principle curvatures computed at point \(p\). The principal curvatures are proportional to the eigenvalues of the structure matrix [20]. Therefore, the second derivatives have to be computed in order to calculate the shape index. The histogram calculated of all \(S\) values consists of 64 bins.

### 4.3 Local Colour Features

Many papers have been published about comparing different local descriptors of colour images for image categorisation tasks. The most recent work is the comparison of local colour feature descriptors by Van de Sande et al. [17]. We use Opponent-SIFT\(^1\) features which was among the best discriminative descriptors in the evaluation of [17].

### 5 Image-Based Kernel Functions

In the following section we show how to compute image-based kernel functions using the local features types presented in the last section.

One of the state-of-the-art feature extraction approaches for image categorisation is the Bag-of-Features (BoF) idea. A quantisation of local features which is often called a codebook, is computed at the time of training. We use the supervised method of Moosmann et al. [21] for clustering which provides discriminative codebook elements. For each image a histogram is calculated which counts the number of matching local features for each codebook entry. On the one hand, the intuition behind this idea is that the clustering corresponds to an automatic decomposition of objects into corresponding parts. Thus, the histogram counts the occurrence of several latent object parts in an image, which results in a highly discriminative descriptor. On the other hand, current local features are often unable to describe highly complex object parts. In these cases the global descriptor contains sophisticated statistics about the image content.

A standard way to apply the BoF idea to kernel-based classifiers is to use the calculated histogram as a feature vector and apply a traditional kernel function such as the radial basis function kernel. In contrast, we define the kernel function directly on images. The Spatial Pyramid Matching Kernel as proposed by Lazebnik et al. [8] extends the BoF idea and divides the image recursively into cells (e.g. \(2 \times 2\) cells). In each cell the BoF histogram is calculated and the kernel value is computed using a weighted combination of histogram intersection kernels corresponding to each cell. Each of the four local feature types presented in Sect. 4 yields a different kernel, which can be combined with GP model selection as explained in Sect. 3.4.

### 6 Experiments

In the following we empirically support the following hypotheses:

1. Our method significantly outperforms our previous approach [9] (Sect. 6.3).
2. GP regression outperforms Laplace approximation (Sect. 6.3).
3. Generic object recognition benefits from range information (Sect. 6.2).
4. Combining only range image kernels by GP likelihood optimisation leads to better results than fixed equal kernel weights. However, weight optimisation is not beneficial when all kernels and few training examples are used (Sect. 6.2).
5. Local range features computed using surface normals lead to the best recognition performance (Sect. 6.1).
6.1 Evaluation of Range Feature Types

First of all, we compare the performance for all local range features presented in Sect. 4.2. Classification is done with GP regression and without additional hyperparameters. The results are shown in Figure 4 (a) for different numbers of object instances used for training. The performance ranking of the respective methods is clearly visible and local features calculated using surface normals result in the best average recognition rate.

6.2 Evaluation of GP Classification and Kernel Combination

Let us have a look on the performance of GP regression compared to approximate GP classification with Laplace approximation (LA). Figure 4 (c) shows the performance of both methods using the image kernel function of the CCD camera. GP regression significantly outperforms LA, which is a surprising result because of the theoretical suitability of LA for classification problems. We also tested LA with hyperparameter optimisation of the length-scale $\ell$ included in the noise model and defined by equation (6). This additional hyperparameter optimisation leads to a small performance gain, but is still inferior to GP regression.

Figure 4 (b) shows that by combining multiple range kernels, the categorisation performance increases compared to single range kernel functions. The best method is GP regression with weights optimised by likelihood optimisation as presented in Sect. 3.4. As also observed in the previous experiment, LA does not lead to a performance gain, even with hyperparameter optimisation.

The results for combined image kernels of both sensors are shown in Figure 4 (d). Combining range data from the ToF sensor and images of the visual sensor leads to a superior categorisation performance (76.3% using 1 instance) compared to the best results using a single sensor (71% with 1 instance). The performance gain due to sensor combination is most prevalent for few training examples or object instances. An interesting fact is that in this case we do not benefit from weight optimisation for kernel combination. This is likely due to over-fitting in the presence of the highly discriminative colour kernel. Therefore, one should prefer to use equal weights in those scenarios.

6.3 Comparison with Previous Work

We also compared our method with our previous approach [16] and its extension using dense sampling [9]. Note that these works are the only ones providing methods for ToF-based categorisation. In this experiment the same number of training examples is used to allow direct comparison of the recognition rates. The results are shown in Table 1. Our approach utilising GP regression and hyperparameter optimisation significantly outperforms
Figure 4: Evaluation of (a) different types of range features; (b) GP methods with multiple range features; (c) GP methods with colour features; (d) and combined features from the CCD camera and the ToF camera. 32 image pairs corresponds to one object instance or type.

Table 1: Comparison of our GP based approach to previous work with an equal number of training examples. (s) denotes range features computed on interest points only.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Method</th>
<th>Features</th>
<th>Recog. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>Boosting</td>
<td>range feat.  (s)</td>
<td>39.8 %</td>
</tr>
<tr>
<td>[9]</td>
<td>Boosting</td>
<td>range features</td>
<td>62.8 %</td>
</tr>
<tr>
<td>Ours</td>
<td>GP Reg.</td>
<td>range features</td>
<td><strong>79.2 %</strong></td>
</tr>
<tr>
<td>[16]</td>
<td>Boosting</td>
<td>comb. feat.  (s)</td>
<td>64.2 %</td>
</tr>
<tr>
<td>[9]</td>
<td>Boosting</td>
<td>combined feat.</td>
<td>78.4 %</td>
</tr>
<tr>
<td>Ours</td>
<td>GP Reg.</td>
<td>combined feat.</td>
<td><strong>88.1 %</strong></td>
</tr>
</tbody>
</table>

Even by using range features only we achieve 79.2% average recognition rate which is superior to the overall classification system of [9] with a recognition rate of 78.4%. The confusion matrix in Figure 5 highlights the still existing classification difficulties.

7 Conclusions and Further Work

We present an approach to generic object recognition using combined information obtained from a CCD camera and a Time-of-Flight camera. Our method is based on Gaussian process (GP) classi-

Figure 5: Results of our GP approach represented as a confusion matrix. Only values above 3% are displayed and highlight difficult cases.

An interesting direction for future research would...
be to incorporate the variable sensor uncertainty of time-of-flight sensors directly into the problem of kernel combination. This uncertainty is directly available for each pixel of those cameras and might give hints about whether to trust the range-based kernel in situations where range estimation is not reliable (such as black surfaces).
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