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Abstract

This paper describes an approach to the extraction
of articulated objects which will be used for gait anal-
ysis. In most medical applications markers are used
to determine trajectories of di�erent body parts. This
approach works without any markers. Monotony oper-
ators which compute the displacement vector �eld are
used to initialize a contour based tracking algorithm |
called active rays | for several body parts which are
important for gait analysis. The contours of di�er-
ent parts of the human body are extracted and tracked.
These parts are approached by simple 3D geometric ob-
jects (blocks), which 3D position and motion are esti-
mated for the each image of the image sequence. Then,
the trajectories of the moving parts represented by the
3D blocks can be determined and used for classi�cation
of di�erent gait disorders.

1 Introduction

Application of gait analysis can be found in the
�elds of medical diagnosis, physical therapy and
sports. It is used to receive information about gait
disorders of patients with knee or hip pain, or tumors.
It is also possible to control cycles of motion for reha-
bilitation or training.

To analyze human gait we have to know the mo-
tion parameters like angular acceleration, velocities
and displacements of di�erent parts of the body. Es-
pecially the legs, the excursions of the hip and knee
are important.

In most medical examination systems the trajecto-
ries are determined by markers which are attached to
several points of the body. Another possibility is the
use of adaptive templates, but there has to be a special
feature to track, too. There are several problems using
markers. To get the information of the joint instead
of the skin surface, it might be necessary to determine
for example several points around the wrist. Another
problem is that the skin surface is shifting, when the
person is moving, so that the positions of the markers
vary. Patients also may feel obstructed walking with
stickers all over their body.
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One example for motion analysis using markers is
given in [12]. He attaches LEDs to the body, tracks
them and computes the trajectories. The periodicy
of the motion is used for evaluation by matching the
curvature of one period of the trajectory with a model
trajectory.

There are also several other approaches for motion
tracking which may not be used in clinics. [11] uses
a model of the human body consisting of 14 cylinders
with elliptic cross sections. He matches the lines of the
image with the contours of the projected model. Hid-
den contours of the model are removed. [5] generates
a 3D model of the human body consisting of tapered
super{quadrics. He uses several orthogonal views to
track humans in action.

[8] compares the static segmentation with a seg-
mentation using motion information. He describes
the limbs as ribbons which are found by region track-
ing. [6] detects di�erent body parts by an iterative
approach using multiple views. Starting with a single
deformable model, this is segmented into two parts if
the model does not �t the following frame.

There exist approaches which do not use any seg-
mentation, but just the local motion information. [1]
computes a binary motion image and a motion his-
tory image to describe the history of motion in the
sequence. [10] computes local motion statistics in xyt{
cells. The feature vector consists of the summed nor-
mal ow in each cell. Di�erent kinds of activity are
recognized by this way, but it is not possible to de-
tect details, which are needed for a medical diagnosis.
[9] computes features from the optical ow �eld. The
di�erence of the phase of these features in periodic
actions are used for recognizing people by their char-
acteristic gait.

The approach presented in this contribution does
not presume any markers. Di�erent parts of the hu-
man body are tracked independently by a contour
based tracking algorithm [3]. To automatically local-
ize di�erent body parts, we apply monotony operators
to the �rst two images of the image sequence in order
to compute the displacement vector �eld. Then, each
body part is extracted and tracked by its contour. In
order to extract the 3D motion and position of the
body part, we estimated the shape and position of sim-
ple 3D blocks, by matching the 2D contour extracted



in the image with the contour of the projection of the
3D block onto the image plane. By estimating these
positions in the whole sequence we get the trajectories
of the di�erent body parts.

The paper is structured as follows. In section 2 we
summarize the whole approach and explain the three
steps: automatic detection of the body parts, and ini-
tialization of the contour based tracking algorithm,
the tracking algorithm itself, and the estimation of
3D motion of the body parts. In section 3 we present
experiments, and we give an outlook on future work
in section 4.

2 A Three Step Model Based Ap-

proach
In this paper a three step model based approach

is presented. Neither special markers on the human
body nor a manual selection of \good" features for
tracking are necessary. The approach makes use of
knowledge about the human body (the relative sizes
of body parts and the relations between the parts) and
the motion information based on optical ow compu-
tation. The steps of the approach are shown in Fig. 1.

2.1 Optical ow based initialization of the
segmentation

The initialization of the segmentation is done auto-
matically using information on the optical ow. The
method is based on monotony operators which is de-
scribed in [7].

The monotony operator computes so called blobs
in the �rst two images of the sequence. These blobs
represent local minima and maxima of the gray value
in the �ltered image. Their position in two succes-
sive frames is used to compute the displacement vector
�eld. The matching of the blobs is done hierarchically,
di�erent bandpass �lters are needed to get di�erent
sizes of blobs and therefore lengths of vectors. The
resulting displacement vector �eld of an image of a
walking person can be seen in Fig. 2.

There is no smoothing a�ecting the directions of
neighbored vectors. So di�erent parts of the human
body moving in di�erent directions can be distin-
guished. This is important to get initialization points
for legs and arms which are partly covered by the other
leg or the trunk moving in another direction.

Single vectors without any other of the same direc-
tion around them are eliminated. Groups of vectors
describing the same direction are assumed to belong
to the same body part. The center of these vector
groups are determined and used as the �rst initializa-
tion point. As we have knowledge about the relative
position of the body parts in the image, we can deter-
mine which vector group belong to which part.

2.2 Contour based segmentation and
tracking of di�erent parts of the hu-
man body

For contour segmentation and tracking a method
called active rays is applied [4]. This algorithm works
similar to active contours, except that all optimization
problems are reduced from 2D to 1D. Starting with a
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Fig. 1: Three steps of our approach for trajectories
extraction: initialization, segmentation and shape es-
timation. As a result trajectories of the di�erent body
parts can be computed.

reference point inside the contour, we look for con-
tour point candidates in certain directions from this
reference point. For this, we sample the image along
a straight line in this direction. For this 1D signal of
gray values an energy is de�ned in a way, that we get
low energies at positions of contour points on the 1D
signal. By de�ning an internal energy similar to ac-
tive contours, we combine neighboring contour points
to get a contour, which is smooth and coherent in time.
More details can be found in [4].

As a result of the initialization step, we get for each
independently moving part of the human body the ref-
erence point, which is normally the center of gravity of
the moving part. As already mentioned, this reference
point is needed in order to extract the contour of the
moving part by active rays, for example, the contour
of the head.

The initialization step is only needed for the �rst
image of the image sequence. For the consecutive
frames, the computed reference point for image t is
taken as initial reference point for image t+ 1. Thus,
tracking of the moving parts of the human body is
performed. For each image this results in six di�erent



contours (the head, the trunk, the legs, and the arms).

2.3 Model based 3D shape and position
estimation of the di�erent parts of the
human body

In [2] a method is described, which estimates the
shape of simple geometric objects in 3D based on an
extracted contour in the 2D image plane. In addi-
tion, the position of the simple geometric object is also
computed. With so called 3D bounding volumes, e.g.
cylinder or polyhedron, coarse 3D knowledge about
a moving object can be collected by tracking its 2D
contour in the image plane. The idea is the following:

1. initially extract the 2D contour of the moving ob-
ject by using active rays

2. estimate the parameters of the 3D bounding vol-
ume (i.e. the location in 3D and its shape),
such that the projected contour hvii1�i�m of the
bounding volume best matches against the ex-
tracted contour hv0ji1�j�n

3. take the parameters calculated by step 2 to up-
date 3D knowledge about the motion and the
shape of the object

4. calculate the object's position in 3D space and
project the contour into the 2D image plane

5. take this 2D contour to initialize the contour ex-
traction in the next image

6. do the contour extraction, i.e. the active rays
will be attracted by edges in the image under the
inuence of its internal energy (details of this step
can be found in [3])

7. go to step 2

This approach is transferred to the problem of es-
timating motion of di�erent parts of the human body.
During the previous segmentation step for each part
of the body its contour is extracted and tracked. This
2D contour is taken to estimate the position of the
part in 3D. For the shape of the part no estimation is
necessary, because we have knowledge about the usual
size of parts of the body. Starting with the head, we
get constraints, which model parameters have to be
chosen. The next part is the trunk, then the position
of the arms and the legs are estimated.

Segmenting the whole sequence results in trajec-
tories of the moving parts of the human body, which
then can be postprocessed by a Kalman{Filter to elim-
inate errors. Based on the trajectories a classi�cation
into di�erent classes of gait disorders is possible.

3 Experiments
Up to now, we have completed the steps initializa-

tion, segmentation, and shape estimation of Fig. 1.
We expect to get quantitative results for the feature
extraction and classi�cation in the near future.

In Fig. 2 the displacement vector �eld computed
from two successive frames (see Fig. 4) is shown. This

Fig. 2: Displacement vector �eld computed of the �rst
two images and the initialization of the head, trunk
and one leg (marked by crosses).

sequence is taken from the University of California,
Los Angeles.

The displacement vectors, corresponding to the dif-
ferent body parts, form clusters of vectors. In contrast
to the head and the legs, the displacement vectors for
the trunk are sparse, because there is not much gray
value structure inside the clothing. This results in less
blobs and therefore in less displacement vectors. Nev-
ertheless an initialization point can be found.

The positions of three body parts, the head, the
trunk and one leg, are marked by crosses in Fig. 2.
The position of the second leg cannot be determined
from these two images as it is not moving. This has
to be done in one of the succeeding frames. There are
also di�culties to initialize the position of the arms
from this image, because they are occluded by the
trunk. The right arm can be initialized later on when
it is moving forward.

In Fig. 3, one example of a segmentation of the
trunk by active rays is shown for image number 109.
The reference point has been initialized by the posi-
tion, shown in Fig. 2. Based on such segmentation we
have estimated the bounding volumes for the head (24
contour points), trunk (72) and the two legs (24). In
brackets the number of contour points for extraction
are given.

In Fig. 4 four images of an image sequence are
shown, overlayed with the results of the model esti-
mation. In image 112, an error for the size of the
right leg can be seen. This wrong model estimation is
caused by an segmentation error of this leg. We can
eliminate this error by using a Kalman �lter to smooth
the estimated parameters of the bounding volume.

The computation time for the model estimation is
about 60 secs for one image. The segmentation can
be done within the image frame rate (40 msecs) on an
SGI Onyx with R10000 processor.



Fig. 3: Result for segmentation of the trunk by active
rays for image 109 (72 contour points for representa-
tion).

Fig. 4: Result for estimating the position of the body
parts based on their 2D contours for images 109, 110,
111, 112 of the image sequence.

4 Future Work
In future work the motion of the di�erent parts of

the body will be estimated in order to get information
about the trajectories. The motion has to be esti-
mated at selected points like the joints. These points
are determined by the geometric objects. The trajec-
tories will be used for gait analysis. We well com-
pute a feature vector for every image consisting of the
displacements of the body parts. For each kind of
gait, e.g. walking, running or limping, a HMM will

be trained. An automatic classi�cation system of gait
will be developed.
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